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Blockchain-anchored
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Abstract—Optical network disaggregation is attracting signif-
icant consensus to avoid vendor lock-in solutions. However, the
presence of network controllers, nodes, and hardware/software
components potentially provided by different entities and man-
ufacturers may lead to remarkable responsibility issues in case
of service level degradation.

We propose the use of the blockchain technology to provide re-
liable and trusted accountability of events and interactions among
disaggregated network elements. Three levels of interactions are
specifically considered: i) among SDN controllers, ii) between
each SDN controller and the underlying network nodes, and iii)
within disaggregated network nodes.

The proposed solutions have been implemented and experi-
mentally validated in a disaggregated network testbed. Results
show the effectiveness of the method even in case of contro-
versial service level degradation upon failure events. Results also
show good scalability performance to retrieve/add/validate blocks
recorded in the blockchain even in case of large optical network
scenarios.

Index Terms—Blockchain, distributed ledger, DLT, software
defined networking, SDN, Disaggregation, Multi-domain, White
box, service level, SLA

I. INTRODUCTION

D ISAGGREGATED optical networks have gained signif-
icant attraction particularly in the context of metro/re-

gional networks due to the potential CapEx savings enabled
by white-boxes, which avoid vendor-locked solutions [1]–
[4]. OpenROADM and OpenConfig are two relevant ini-
tiatives standardizing the disaggregation framework [5]–[8].
The former is a complete multi-source agreement covering
both data and control aspects of optical metro networks; the
latter focuses on the control of packet and optical devices.
Both initiatives have reached a good level of maturity in the
standardization of relevant YANG models and first compliant
components are nowadays commercially available. However,
network operators are still cautious in deploying disaggre-
gation within their production networks. One of the main
concerns is the responsibility management. Indeed, in tradi-
tional optical networks, the responsibility was fully attributed
to the (single) vendor providing the data plane infrastructure.
Whereas, in disaggregated optical networks, network elements
provided by multiple vendors may coexist and interact each
other. Thus, clear and trusted mechanism for the responsibility
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identification of actions, events (e.g., failures, service level
degradation) is required.

Three different levels of interactions among network el-
ements require to be taken into account in a disaggregated
environment.

The first level refers to the interaction among network
controllers. In multi-domain network environments, multiple
Software Defined Networking (SDN) controllers provided by
different entities may coexist [7]. Thus, timely and effective
cooperation among controllers is required for multi-domain
service provisioning. For example, inaccurate resource avail-
ability information shared by one controller during multi-
domain provisioning or recovery may lead to setup delays and
inefficient resource utilization.

The second level refers to the interaction between a network
controller and the underlying network nodes, such as transpon-
ders and Reconfigurable Add/Drop Multiplexers (ROADMs),
which may be provided by different entities. In this case,
potential delays or inappropriate configurations from the con-
troller or at network nodes may lead to service outage or
transmission performance degradation. For this reason, trusted
accountability of events and actions is needed to clearly
identify potential causes of problems or delays.

The third level refers to the intra-node interactions, par-
ticularly between software components and the underlying
hardware (e.g., NETCONF agents over bare metal hardware)
or between hardware components (e.g., chassis and pluggables
transceivers), which may be provided or maintained by differ-
ent entities. Also in this case, delays or (mis)configuration
at the software level or related to hardware malfunctioning
need to be traced and reliably accounted to identify sources
of service degradation.

In this work, we propose to leverage on the blockchain
technology to support vendor neutrality and inter-operability
in disaggregated optical networks, enabling trusted account-
ability of network events and actions with clear attribution of
responsibilities.

The blockchain technology was introduced a decade ago
to serve Bitcoin transactions without relying on a third party
entity. Every transaction that occurs in the bitcoin economy
is registered in a public, distributed ledger (i.e., distributed
ledger technology - DLT), which is called the blockchain.
Every transaction is checked against the blockchain to ensure
that the same bitcoins have not been previously spent, thus
eliminating the double-spending problem. So far, no solutions
have been presented to guarantee trusted accountability of
events and actions in the context of disaggregation and the
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blockchain technology has not being proposed so far to be
applied to disaggregated optical networks.

In the last years, blockchain has been proposed for several
use cases including storing and management of data. Within
the communication technology world, blockchain has been
proposed in Internet of Things (IoT) and SDN scenarios target-
ing, for example, sensors and fog nodes vulnerabilities mitiga-
tion [9], [10]. Most recently blockchain has been proposed also
in the framework of Network Function Virtualization (NFV)
orchestration [11], including multi-domain scenarios to avoid
the need of a central validation authority [12]. Blockchain and
DLT have been proposed also in optical networks scenarios
mainly to guarantee Service Level Agreements (SLAs). In
[13], a distributed ledger solution is integrated in a SDN-
controlled optical network by adding the consensus plane
dedicated to the blockchain ledger. For what concern SLA
management, blockchain and distributed ledger have been
applied with several flavours. The work in [14] proposed a
mechanism based on smart contracts to automatically com-
pensate SLA violations while the service is running. In [15],
the authors proposed a framework to monitor the quality of
service that leverages on blockchain to detect SLA violation
and identify the responsible entity. Moreover, blockchain has
been considered to regulate the inclusion of new network
resources [16], enable spectrum trading between elastic virtual
optical networks [17], or to guarantee secure access identifi-
cation for 5G fronthaul [18]. In addition, recent works have
addressed the main issue of scalability for distributed ledgers,
by proposing lightweight and scalable ledger solutions and
consensus protocols able to be deployed within devices and
sensors with limited computational resources, such as in the
Internet of Things scenario [19]–[22].

In this paper, we propose, implement, and validate
blockchain-based mechanisms to guarantee responsibility
management with trusted accountability to all aforementioned
levels of interactions among network elements of disaggre-
gated optical networks. Specifically, blockchain-based solu-
tions are implemented following the general proposed scenario
depicted in Fig. 1 and validated to: (1) regulate and ratify
Optical Signal to Noise Ratio (OSNR) requirements across
domains with the objective of guaranteeing provisioning with
adequate Quality of Transmission (QoT) to transparent optical
connections crossing multiple domains (e.g., access and metro)
and handled by multiple SDN controllers (Sec. II); (2) address
two controversial failure use cases in disaggregated networks
involving both network nodes and controllers: a) a joint data
and control plane responsibility and b) a delayed failure
localization and recovery (Sec. III); (3) provide a reliable
mechanism to account for intra-node events involving software
agents and underlying hardware (Sec. IV).

Although this paper demonstrates that the blockchain tech-
nology can efficiently guarantee trusted responsibility man-
agement in disaggregated optical networks, it is important to
highlight that the implementation of blockchain is not free
from limitations. In particular, it may lead to additional imple-
mentation costs and it might lead to intensive use of processing
resources compared to to other non-cryptographic solutions.
The following aspects need to be carefully considered before
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Fig. 1: Proposed blockchain-based plane in multi-controller
disaggregated optical networks addressing controller-
controller, controller-agent and intra-node agent-driver
consensus and trusted SLA verification.

adopting the blockchain technology in deployed disaggregated
optical networks:

1) The value of a common ledger of events covering
the different components from different vendors (and
possibly different operators).

• The benefit is reliable QoT performance and vali-
dation of SLAs.

• The cost is the requirement for common standards
for recording events.

• The risks are that the results may not be equally
accessible to all parties and the results may be
falsified after the event.

2) The value of distributing the common ledger.
• The benefit is that this removes the risk of unequal

access to the ledger.
• The cost is that this distribution requires a trade-off

between consistency across the distribution and the
latency of access (e.g., CAP theorem).

3) The value of cryptographically assuring the distributed
common ledger.

• This removes the risk of falsification of event data
after the event.

• The cost is the introduction of further latency for the
blockchain processing (see the experimental testing
in Section V).

This work is an extended version of the contributions pre-
sented in [23], [24]. Besides the extended literature review and
the definition of the overall architecture, this paper presents
for the first time the third level of interaction applied to intra-
node resources. That is, Section IV and V-D are new and
not included in previous contributions.

II. BLOCKCHAIN CONSENSUS AMONG SDN
CONTROLLERS: QOT AGREEMENT USE CASES

The proposed architecture is illustrated in Fig. 1 conceiving
a DLT for three different consensus levels. The DLT choice is
dictated by third-party visibility and applicability reasons, to
allow each component to have equal access rights to a neutral
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DLT resource space and to avoid unpractical deployments at
network agents. All the consensus levels may co-exist in the
same architectural framework. This section describes the first
level of consensus, i.e., between SDN controllers, in the case
of multi-domain multi-operator networks.

In multi-domain optical networks, lightpaths established
transparently (i.e., without O-E-O regeneration at the domains
edge) are subject to end-to-end QoT constraints. Each domain
has to guarantee a certain agreed SLA that includes a set of
requirements related to the offered optical signal quality (i.e.,
typically in terms of OSNR). In a SDN-based disaggregated
optical network, such SLAs and QoT verification are typically
in charge of the SDN controllers. The scenario depicted in
Fig. 2 shows a multi-domain network where each domain
offers the availability of a set of paths (e.g., for simplicity,
primary and backup paths), each one described in terms of
offered OSNR, that may be selected by the SDN controller.
The paths include the last segment identifying the inter-domain
link (i.e., the upstream domain is responsible for this segment).
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Fig. 2: Multi-domain optical network with blockchain-enabled
SDN controllers exchanging per-domain OSNR values asso-
ciated to a set of candidate paths (i.e., primary and backup
path): alien wavelength and multi-vendor domains use cases.

Two different use cases are considered in this scenario.
The former focuses on transparent lightpath establishment
crossing multiple single vendor domains. The latter considers
alien wavelength injection in several vendor domains. In the
single vendor scenario, end-to-end physical layer performance
(i.e., OSNR) has to be guaranteed. Since, typically, the in-
verse of OSNR cumulates linearly, the OSNR contribution
of each domain has to satisfy a certain OSNR level and,
most important, have to be agreed and guaranteed among the
involved domains (i.e., the involved SDN controllers). Thus,
the path OSNR value needs to be ratified by a consensus
mechanism ensuring a fully trusted control environment. In a
multi vendor scenario, the alien wavelength transmission (i.e.,
a wavelength transmitted by vendor A transceiver and injected
in one or more vendor B ROADMs) introduces a further set
of requirements with respect to single vendor. Similarly with
respect to single vendor, the host domains are subject to QoT
guarantees, in terms of offered OSNR. In addition, the alien
wavelength transmission has to guarantee several physical
parameters to be compliant with the host domains. As an
example, the launch power needs to be adjusted before being
injected. Host ingress nodes (i.e., ROADM add-drop stages)
are able to provide equalization ensuring optimal power levels,

provided that the launch power does not exceed given ranges.
Uncertainty on the actual values of such parameters may raise
issues during lightpath lifetime monitoring, preventing proper
responsibility attributions and correct SLA verification.

To address both use cases, the SDN controllers of the
involved domains are enriched with a distributed QoT value
consensus mechanism encompassing the blockchain technol-
ogy. The OSNR values related to each domain are computed
and provided by the responsible controller for both the primary
and the backup paths. The computation can be executed re-
sorting to either estimation tools [25] or monitoring/telemetry
mechanisms [26]. Each new OSNR value is stored and added
by the responsible SDN controller as a novel block of the
distributed blockchain to be validated,referred to as DLT in
Fig. 2.

The DLT is a distributed database storing data blocks agreed
among all the sharing SDN controllers. The considered DLT
blocks include: a timestamp reporting the block validation
time, the hash of the previous block, the validated values (e.g.,
estimated/computed OSNR) and the block hash (i.e., computed
by combining all the block fields). Each new block is validated
before being pushed in the blockchain. The validation requires
to retrieve the hash of the previous block within the chain
and to compute the hash of the current block.. The double
check process ensures that the data written in the blockchain
is immutable, not re-writable or subject to corruption by
means of third parties. However, the mechanism is subject
to scalability issues, since the validation time is dependent on
the blockchain size. The DLT is interfaced by means of REST
Application Protocol Interface (API). To add elements to DLT
a REST API with a POST command is performed. In order
to identify the blocks added to the DLT the same REST API
with the GET command is utilized.

Since in multi-domain (multi-vendor or even multi-provider)
scenarios business and administrative policies require that data
related to logging, statistics, SLA verification, pricing profiles
and forensic aspects have the consensus of all the involved
partners to guarantee data integrity, full trustworthiness and
offline verification, the added value of a blockchained cluster
of SDN controllers may favour inter-operator and inter-vendor
optical services and further business opportunities. Moreover,
blockchain permits to certify the QoT experienced in each
domain. This feature is extremely relevant in such a transparent
multi-domain scenario to, firstly, verify that the experienced
QoT is actually guaranteed as certified, then, to assess respon-
sibilities (of a domain, thus of an operator or a vendor) in case
some problem is experienced end-to-end.

III. BLOCKCHAIN CONSENSUS AMONG CONTROLLERS
AND NETWORK NODES

The second level of consensus relies in the interaction
between the network SDN controller and the network agents
(i.e., simple device agent or complex disaggregated node con-
trollers) through the Southbound Interface (SBI). Disaggrega-
tion allows SBI interaction between controllers and agents/n-
odes of different vendors, relying on standard YANG models,
such as OpenConfig and OpenROADM. However, although
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inter-operability at control plane level is guaranteed, full
event notification awareness and SLA responsibility attribution
may be inhibited by vendor-specific internal implementations
and soft failures. For example, referring to the NETCONF
protocol, flow entries enforced by the controller to the agent
are confirmed typically by an ack message. The ack message
specifies that the flow entry has been received and processed,
however it does not guarantee that the flow entry has been
activated effectively. Another critical example refers to event
notifications subject to SLA evaluation. In the case of soft
failures, notifications may be either not generated by the agent
or not properly handled by the controller (e.g., delaying path
recovery).

Fig. 3 illustrates the proposed solution: different vendors
equipment are managed with software agents connected to the
SDN controller. The network controller and each agent are
allowed to post relevant events to the DLT. Specifically, after
the establishment of a new lightpath, both the SDN controller
and the DLT NETCONF client send a subscription to the
agent R3 (step 1b and 1c, respectively). The involved agent,
i.e., R3, creates a notification handler called streamer sending
notifications to all subscribed entities once one of the specified
alarms is detected. Thus, in case of alarm, the notification is
sent to the controller (step 2c) and to the DLT NETCONF
client (step 2b). Both notifications contains the timestamp tA
representing the time at which the alarm is detected by the
agent. Once the notification is received, the DLT NETCONF
client writes its content in the DLT (using a POST method, step
3b). Similarly, the controller uses a POST method to write in
the DLT the time it receives the notification (step 3c). At this
point, the controller triggers the recovery procedures. Once
recovery is terminated, a final write event sent to the DLT to
certify the recovery procedure with the related timestamp (step
4c).

All the asynchronous notifications generated by the agents
and the controller encompasses the following data fields: a)
the type of the event, b) the identifier of the generating entity,
c) the event timestamp performed by the generating entity. It
is worthwhile to note that different network events (e.g., agent

low input/output power, agent port up/down, controller TED
update, controller recovery procedure termination) are sent by
different actors and stored in the blockchain for subsequent
failure localization purposes. Such distributed certified logging
procedure allows to detect possible SLA violations and the
double timestamp mechanism is able to include both data and
control plane events, thus extending the SLA verification also
to controller/orchestrator layers.

A. ONOS extensions to handle blockchain

A novel module has been designed inside the ONOS con-
troller to enable subscription to agent notifications. The mod-
ule subscribes to specific notifications of controlled devices by
opening a NETCONF session. When a notification is received
the controller extracts the actual values from the XML payload
(i.e., element-name, status, and element-type) and generates
the POST message to the blockchain by enclosing a timestamp
and the identifier of the specific device.

Among the considered events, the most critical is the
ROADM line port state change (i.e., port-down). Upon no-
tification arrival, the provided ONOS extension removes the
affected link from the network topology thus automatically
triggering the recovery process for all disrupted connections.
Referring to Fig. 4, the SLA Accounting module periodically
downloads the entire chain to process it. Specifically, the
module is able to statistically understand which devices are
responsible for a given set of events, are more reliable and are
compliant with the subscribed SLA. The statistical analysis
results are sent back to ONOS to run subsequent SLA-aware
computations for future requests (e.g., excluding ROADMs
experiencing excessive fault events).

The implementation distinguishes among three kinds of
failure event notifications. The first event is related to a port
up/down events (the element-type field is set to port) and
includes the port name and its current status; this notification
affects the ONOS behaviour as described above. The second
event is related to anomalous low power level detection at
the port (i.e., degraded port status); the third event is related
to OpenROADM internal component (element-type field is
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Fig. 4: Controller-Agent double notification: proposed full
workflow upon a failure event.

set to circuit–pack). The last two notifications do not affect
ONOS behavior directly since ONOS considers optical devices
as black boxes. However, resorting to blockchain analysis,
such notifications are of paramount importance to attribute
responsibilities in case of malfunctioning affecting internal
components.

IV. BLOCKCHAIN WITHIN DISAGGREGATED NETWORK
NODES

In disaggregated scenarios, network nodes are typically
implemented through a layered software structure over one or
more hardware components as illustrated in Fig. 5. The upper
software layer implements the network operating system of
the node and includes on the agent providing the connectiv-
ity towards the SDN controller (e.g., using NETCONF and
telemetry protocols). In addition, a local database is typically
used to store configuration parameters and to manage locally
generated data retrieved from the underlying hardware. The
agents are substantially common for all the network elements
of the same type. They can be based on open source solutions
provided and maintained by open communities (e.g., Linux
foundation, ONF). The lower software layer is the driver
controlling the hardware resources. The driver is hardware-
specific, and it is typically provided by the hardware manu-
facturer. The hardware components may be also provided by
different manufacturers. For example, a transponder may be
provided by a system integrator and it may include pluggable
modules from different suppliers.

The interaction among software and hardware components
provided by different entities may generate, in case of prob-
lems or unexpected latency, controversial attributions of re-
sponsibility. For example, delay may occur in the commu-
nication between NETCONF agent and hardware driver, or
misconfigurations or inefficient alarm management between
different components.
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Fig. 5: Disaggregated node: software (agent) and hardware
(proprietary driver) blockchain notifications.

When a NETCONF edit-config message is received by the
node, the content of the command is stored within the local
database for subsequent enforcement through the driver. Thus,
the blockchain technology is here used to enable trusted re-
sponsibility management within the disaggregated node. Each
event, such as reception of the edit-config message and each
communication to the driver is stored in the blockchain. In
particular, specifically designed REST clients have been imple-
mented to provide the blockchain with timestamp information
of each event at the different involved components.

This paper considers two types of optical nodes based
on two different YANG models: OpenROADM-based (i.e.,
ROADMs to perform the optical cross-connection) and
OpenConfig-based (i.e., the xPonder nodes, where the
transponder/Muxponder cards are installed). Then, according
to the disaggregated approach each physical component (i.e.,
filters and transponders) is controlled by a driver, enhanced
with the mentioned blockchain NETCONF client. Considering
the case of an OpenROADM-based node, we implemented a
procedure to report in the blockchain register the main events
happening in the node, as shown in Fig. 5. More specifically,
two messages are generated by the NETCONF agent (Fig. 6)
for the activation of an optical cross-connection: the first
message is generated when the NETCONF agent receives the
cross-connection edit-config from the NETCONF controller,
the second message is generated when the driver is triggered.
Then, the filter driver generates two messages: the first mes-
sage is sent when the configuration command is received,
while the second is generated when the filter configuration
is completed (Fig. 7), working as acknowledgement.

In the case of an OpenConfig-based node, the same pro-
cedure has been implemented, in order to register the main
events to the blockchain register. One message is generated
by the NETCONF agent for each change in the NETCONF
tree. Fig. 8 reports two examples of message generated by the
OpenConfig NETCONF agent after receiving an edit-config
from the NETCONF controller: the first message is generated
when the wavelength is configured at the line-port of the card,
while the second message is sent when the line-port of the
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Fig. 6: Messages generated by the OpenROADM agent.

Fig. 7: Messages generated by the filter driver.

card is enabled (i.e., admin-state set to enabled). Then, for
each parameter to be configured the xPonder driver generates
a couple of messages: the first one is sent once the SET
command is received, the second one is generated when the
configuration is completed (Fig. 9), in order to confirm the
completion of the task.

V. EXPERIMENTAL VALIDATION

The proposed blockchain-enabled workflows have been
evaluated in terms of SLA accountability and scalability in
a multi-vendor network testbed depicted in Fig. 10, including
control and data planes.

The control plane network is based on Gigabit Ethernet in-
terfaces and reproduces a multi-domain control plane network
including three different SDN ONOS controllers (C1, C2 and
C3), version 2.2 with Optical Information Model and NET-
CONF SBI. Controller C1 (southbound IP address 10.30.2.95)

Fig. 8: Message generated by the OpenConfig agent.

Fig. 9: Messages generated by the transponder driver.
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Fig. 10: Experimental data/control plane multi-domain optical
disaggregated network testbed and use case location.

handles a real disaggregated optical network, while controllers
C2 and C3 handle emulated domains. Moreover, a Blockchain
Ledger (BL) is implemented in Javascript exposing a REST
server able to process URL from the controllers and BL-
collocated NETCONF client (IP address 193.205.83.72). In
particular, the BL software implements an asynchronous run-
time module specifically designed to support scalability and a
crypto submodule specifically employed for hash computation.
BL and C1, depicted in the figure as independent functional
elements, run on the same physical Linux-based machine.
Moreover, multiple YANG data models are supported by the
controllers, in particular OpenROADM version 5.1.0 is con-
sidered for NETCONF notifications generated by ROADMs
and OpenConfig version 1.0.0. The SLA Accounting Module
is implemented as an internal ONOS module.

The data plane of the real domain is a multi-vendor disag-
gregated optical network composed by four ROADMs R1-R4
(R1, R3 of Vendor A; R2 and R4 of Vendor B), connected
in a ring topology and two xPonders, each one hosting one
muxponder (MP1 and MP2) of the same vendor (Vendor C).
ROADMs are handled by A1-A4 OpenROADM agents, while
xPonders are handled by OpenConfig Agents A5-A6. This
way, the disaggregated network is multi-vendor and multi-
YANG model.

Four use cases (UCs) have been considered and evaluated,
controversial in terms of SLA accounting. UC1 refers to inter-
domain controller SLA, described in Sec. II. The other UCs re-
fer to both controller-agent (Sec. III) and disaggregated agent-
agent interactions (Sec. IV) inside a single controller domain
(C1), including a slow link failure recovery (UC2), a link
failure delayed notification (UC3) and a disaggregated agent-
agent interaction (UC4). UC1 and UC4 are used to evaluate
the scalability in terms of BC performance, while UC2 and
UC3 are used to evaluate the effectiveness of the proposed
notification approach to detect the right component/vendor
responsibilities during complex failure events affecting SLA.

A. Use case 1: inter-controller SLA

The first use case experiment considers a multi-domain
scenario with three different controllers (C1, C2 and C3
of Fig. 10). Each controller send a bundle of information
related to the signal power to the blockchain. The recorded
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information can be used to assess SLA violation responsibil-
ities. Bundles are sent every 5 minutes. In Fig. 11 we show
the time needed to add in the blockchain the last group of
bundles (composed of the contribution provided by the three
controllers) of each day in 27 days. This means that in day 1
the last group of bundles of the days takes 1.5s to be added in
the chain. This time grows linearly and reach 20.5s at day 27.
This is acceptable because the blockchain collects historical
data (not real-time) that will be processed in case of a possible
dispute between operators. To reduce this time, operators can
also agree on how many days they need to collect into a single
blockchain before archive it and start a new one.

In order to meet SLA responsibility requirements,
blockchain scalability may be bounded easily. Indeed, unlike
money-based business transactions, after a certain amount
of time (i.e., years), a blockchain may be terminated. It is
worthwhile to note that the blockchain achieved with the
proposed approach refers to notifications successfully con-
cluded without any issue. For example, after a major network
upgrade, typically occurring in a 10 years average window
due to key technological advances, device obsolescence and
traffic growth, QoT blockchain may be saved for offline
processing and replaced with new instances, thus guarantee-
ing the scalability of next-generation optical networks while
maintaining high trustworthiness standards among different
vendors/operators.

B. Use case 2: slow link recovery

In UC2, the full disaggregated single domain is considered,
controlled by C1. A lightpath has been configured involv-
ing MP1 and MP2 along the route R1-R2-R3. A failure at
ROADM R1 internal network component is induced. The full
sequence of notifications is shown in the Wireshark capture of
Fig. 12 (messages N1-N6). The failure affects link R1-R2 and
triggers two port-down notifications N1 and N2 generated by
A1 and A2, respectively, and A1 internal failure notification
N3 (see the full XML notification expanded in Fig. 13).
All these notifications sent by agents are processed by the
NETCONF client (IP 193.205.83.72) co-located at the DLT.
However, when notifications are received, the controller delays
notifications processing and recovery due to internal software
issues (e.g., CPU overloading). Thus, only after 5s, C1 deletes
R1-R2 link in the TED, updates BL (N4-N6 notifications) and

N1
N2

N3
N4

N5

N6

N7

N8

N9

N10

N11

N12

N13

N14

Fig. 12: Wireshark captures at the Controller: POST messages
notifications generated towards the Blockchain upon failure
events (N1-N6 related to UC2, N7-N14 related to UC3).

('twin-wss', '2019-10-22T12:07:06.068557+00:00', 'circuit-pack', 'DOWN')

<?xml version="1.0" encoding="UTF-8"?>

<notification xmlns="urn:ietf:params:xml:ns:netconf:notification:1.0">

<eventTime>2019-10-22T12:07:06.068557+00:00</eventTime>

<element-change xmlns="http://org/openroadm/device">
<element-type>circuit-pack</element-type>

<element-name>twin-wss</element-name>

<status>DOWN</status>

</element-change>

</notification>

Fig. 13: Agent notification: circuit pack twin-wss failure
(UC2).

triggers recovery to exclude link R1-R2. The SLA module,
by inspecting and processing the blockchain entries and the
related timestamps, assigns responsibility to node R1 due to
N3 internal failure (no responsibility of R2) and to C1 due to
excessive recovery response. In this case, SLA responsibilities
are shared between the controller and one ROADM. This
use case demonstrates the ability of the proposed notification
mechanism to both identify the affected nodes and multiple
SLA responsibilities during a failure event, that may affect
different hardware/software components at the same time.
Fig. 14 shows the BL database entry related to N3 notification
(type circuit-pack affecting the internal Wavelength Selective
Switch - WSS module). The ONOS notification bypass time
is 0.1s, while POST messages to BL are pushed in less than
1 ms.

C. Use case 3: Link failure with delayed notification

In UC3, the same lightpath is installed between MP1 and
MP2. A R1-R2 link failure event is first notified by A3 by

Fig. 14: Blockchain ledger entry related to UC2: internal
ROADM failure event (type circuit-pack at the WSS module).
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detecting low optical power at R2-R3 component (N7, N8
notifications in Fig. 12). However, controller C1 is not able
to trigger recovery since no port/link down events have been
detected. After 5s C1 receives A2 port down notification on
link R1-R2 and A2 internal failure (N9-N12 notifications).
Thus, C1 immediately starts recovery (N13) with no controller
issues. Thanks to the N8 event registration, the SLA module is
able to identify R2 full responsibility due to internal failure and
delayed notifications inducing anomalous failure localization
and delayed recovery, while no SLA responsibilities are issued
to R1, R3 and C1. This use case highlights the importance of a
proper SLA responsibility attribution. In this specific use case
the controller might be identified as a candidate responsible
for the delayed recovery, whereas the double notification
mechanism allows each workflow segment timestamp to be
stored in the blockchain.

D. Use case 4: disaggregated optical network

The last use case is related to the scenario described in
Sec. IV. In the considered use case the two OpenConfig-
based agents A5 and A6 and one OpenROADM agent R3 are
involved. A single lightpath between MP1 and MP2 crossing
R3 is considered and mapped in the ONOS controller as a
single intent. The enforcement of a single intent generates 16
different registration events stored in the blockchain. To eval-
uate the disaggregated scenario scalability, we have measured
the time needed to store the 16-events bulk as a function of
the number of intents already installed in the network (i.e., as
a function of the blockchain size). Fig. 15 shows that the data
related to a single intent takes 1500 ms to be recorded in the
Blockchain. This value is practically constant until 700 intents,
after which the time needed to record and validates the block
related to the intent increases linearly, due to the blockchain
size and to the increased number of hash operations required
to validate the new block.

Such plot suggests that, for a significant number of fully
disaggregated intents the blockchain computation time is be-
low 3s, which is an acceptable value even for online failure
detection purposes. However, again, blockchain is utilized in
this use case mainly to address multi-vendor SLA account-
ability, so it may be inspected offline. In addition, even if the
optical network is big and lightpaths lengths (and hops) may be
higher, blockchain computation times in the order of hundreds
of seconds (e.g., few minutes) may be considered acceptable,
given that optical connections are quasi-static and are typically
established with long duration times (i.e., days, months). This
demonstrates the feasibility of the full blockchain-certified
notification mechanism also in the disaggregated scenario.
Further scalability optimization is achievable by implement-
ing lightweight DLT computation and consensus mechanisms
specifically designed for devices with limited computational
capabilities (e.g., as in IoT) [19]–[22].

VI. CONCLUSION

We proposed the use of blockchain to ratify QoT perfor-
mance and validate Service Level Agreements in different
SDN-controlled optical networks scenarios: in multi-controller
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Fig. 15: UC4: time needed to record all the events related to
the n-th intent.

networks supporting alien wavelengths, where several business
actors are involved in the process of service provisioning, and
in disaggregated optical networks, where multi-vendor inter-
operability requires full visibility of software and hardware
component responsibility. The proposed architecture, conceiv-
ing a close relationship between DLT and SDN controller,
represents a tradeoff between a fully centralized blockchain
(unpractical for third party trustworthiness in multi-domain
scenarios) and fully distributed blockchain (unfeasible for scal-
ability reasons when realized at each agent and hardware driver
in the disaggregated scenario). ONOS Controller extensions
were proposed to enable augmented Blockchain-enabled SLA
awareness framework in disaggregated optical networks. Ex-
perimental demonstration results obtained resorting to Open-
ROADM and OpenConfig models successfully showed that
SLA accountability due to controversial component failure
events is improved and evaluated the blockchain applicability
in terms of chain size and new block validation times. In
conclusion, the use of blockchain is an answer to open, multi-
operator and multi-vendor optical network architectures which
has trade-offs between cost/performance and security. The
paper has quantified the cost/performance and the improved
SLA accountability. It is left to network operators to evaluate
the trade-off with their trustworthiness, accountability and
security needs.
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