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Autonomic networking and monitoring will drive the evolution of next generation Software Defined
Networking (SDN) optical networks towards the zero touch networking paradigm. Optical telemetry
services will play a key role to enable advanced network awareness at the device and component granular-
ity. Optical disaggregation is the main driver of efficient and telemetry services thanks to vendor-neutral
control and service management YANG models for optical systems and devices. In addition, open source
micro services along with mature machine learning tools and platforms allow to elaborate huge amount of
data streams from optical devices related to Quality of Transmission (QoT) parameters and transceivers
digital signal processing key performance indicators. However, currently envisioned centralized teleme-
try collectors may pose scalability issues, limitations in the interactions with the SDN controller and
suboptimal soft failure recovery due to operational mode limitations and the inability of tuning finer or
proprietary transmission parameters, often conveniently achievable directly at the transceiver level.

The paper proposes a novel Peer-to-peer telemetry (P2PT) service ready for local processing and soft failure
recovery at the transceiver agent level. The P2PT architecture, workflow and subscription extensions are
conceived to enable direct and fast recovery at the transceiver level resorting to optical signal retuning
and adaptations. Experimental evaluations are provided in a multi-vendor disaggregated optical network

testbed to assess different soft failure use cases and P2PT service scalability.
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1. INTRODUCTION

Data deluge is characterizing the evolution of telecommunica-
tion networking [1]. Each next generation networking segment,
technology and architecture will be designed with a special focus
on full, open and online monitoring data extraction and analysis.
This trend is evident in the optical networking ecosystem, as
well. In fact, optical networks data, control and management
systems are evolving in parallel with novel methods to achieve
autonomic optical networking disclosed by accurate network
awareness. Detailed optical performance monitoring is becom-
ing a crucial aspect opening the way to the era of Zero Touch
Networking [2].

One of the most significant and key instruments to achieve
optical network awareness is the optical network telemetry ser-
vice [3]. With respect to traditional monitoring platforms based

on closed vendor-locked alarming systems and traditional pro-
tocols such as Simple Network Management Protocol (SNMP),
novel telemetry services have been conceived in the last years
to support a programmable and versatile system for collecting
optical key performance indicators. Advanced monitoring sys-
tems allow improving network control, failure and anomaly
detection and to forecast incoming major faults in advance, thus
minimizing critical network downs [4-7]. Telemetry service is
expected to become a standard tool in the control/management
plane domain, able to assist big data analytics and Artificial
Intelligence (AI) platforms.

The main drivers of the advent and the feasibility of telemetry
services in the optical networking ecosystem may be identified
in three main parallel threads. First, the Elastic Optical Network
(EON) disaggregation at the optical layer is pushing common
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models to break the vendor lock-in and handle multi-vendor
optical transceiver and pluggable cards, Reconfigurable Add
Drop Multiplexers (ROADM) components such as Wavelength
Selective Switches (WSS), amplifiers, optical degree stages, and
Optical Line Systems (OLS) [8, 9]. Collaborative initiatives such
as OpenConfig [10], OpenROADM [11], and the Telecom Infra
Project (TIP) [12], are promoting open YANG models suitable
for both control and management of multi-vendor white boxes
and network components, including a unified method to set the
configuration and retrieve the current device KPI status. More-
over, thanks to the standardization effort spent in the hardware
and electronic driver design of optical devices [13], it becomes
possible to directly access an increasing number of parameters,
such as channel and aggregate optical power levels at optical
amplifiers, spectra profile and in-band power at WSS, optical
spectrum analyzer sensors, and data available from the digi-
tal signal processing units of optical coherent receivers (Digital
Coherent Optics - DCO). The latter is extremely relevant since
enables the disclosing of detailed levels of Optical Signal to
Noise Ratio (OSNR) and pre Forwarding Error Correction Bit
error Rate (pre-FEC BER) at the receiving cards. The second
driver is the large availability of open source tools for data mon-
itoring and processing. Such tools include serialization libraries
(e.g., Google protobuf), Interface Definition Languages and Re-
mote Procedure Calls frameworks (e.g., gRPC, Thrift), moni-
toring and collector systems (e.g., Prometheus, Kafka) , time
series databases (e.g., InfluxdB, Timescale) and graphical tools
(e.g.,Grafana). Such large availability is enabling the design and
development of large trials and complex platforms deployable
using such tools as blocks of microservices. The third driver is
the availability of mature Al platforms and algorithms for big
data analytics (e.g., Keras, PyTorch, TensorFlow), enabled by
cloud/edge storage capabilities and dedicated computational
capabilities (e.g., Graphic Processing Units - GPU).

This paper is divided into two main parts. In the first one,
we review and envision the current state and efforts of opti-
cal telemetry services, including disaggregated architectures,
workflows, implementation, and standardization initiatives. In
particular, we highlight the possible limitations and drawbacks
of current centralized-oriented telemetry services. In light of
this, in the second part we propose a novel telemetry service
framework, conceived to work in combination with centralized
telemetry service. The novel service is designed to enable net-
work awareness locally at the DCO cards agents, ready for next-
generation pluggable DCO possibly equipped with lightweight
Al chipsets. The proposed Peer-to-peer telemetry (P2PT) enables
the collection of monitoring data to selected streaming data pro-
duced by a set of devices of interest for the optical transceiver
agent (e.g., those crossed by the originating lightpath, or adjacent
channels KPIs) and the data elaboration at the card for possi-
ble automatic transmission tuning optimization. The proposed
scheme is particularly attractive for the detection of sporadic soft
failures, optical signal deviations, filter shifts and amplifier gain
degradations at the card. In this way, automatic failure recovery
can be performed (e.g., automatic power or central frequency
tuning) without the involvement of the SDN controller.

The paper is an extended version of the conference paper
in [14]. This paper expands the related works on disaggregated
optical telemetry, the centralized and proposed P2PT architec-
tural solutions, details the P2PT service gRPC model and pro-
vides a novel set of results including additional soft failure use
case applications and a detailed scalability study.

2. TELEMETRY IN DISAGGREGATED OPTICAL NET-
WORKS: STATE OF THE ART , ARCHITECTURES AND
MODELS

According to the IETF draft on telemetry framework and RFC
7799, telemetry is defined as "any information that can be ex-
tracted from networks (including data plane, control plane, and
management plane) and used to gain visibility or as basis for
actions is considered telemetry data. It includes statistics, event
records and logs, snapshots of state, configuration data, etc.
It also covers the outputs of any active and passive measure-
ments" [3, 15]. The document extends telemetry usage to con-
trol, management, forwarding and external data planes, with
a focus on packet switched networks. In this work, we con-
sider the optical data plane and optical telemetry services as
the set of architectures, workflows and protocols enabling the
augmented real-time and highly configurable monitoring of op-
tical data sources originated by disaggregated optical devices in
a Software-Defined networking (SDN) control. The telemetry
service triggers a time series collection of multiple, optionally
parallel, data source samples. Typically, the service relies on
a streaming oriented connection, i.e., instead of resorting on
polling-based or asynchronous notifications mechanisms, uti-
lizes a streaming protocol to retrieve data with a given peri-
odic sampling time. Typically, streaming data are collected ad
consumed by a centralized Analytics Handler (AH), possibly
implementing machine learning tools to detect, localize and
predict failures, alarms and anomalies. The service may be trig-
gered by the SDN controller or by the management system in
an automatic or manual fashion. Moreover, it may be activated
permanently or using on-demand ticket with pre-defined ser-
vice duration. Unsubscription events may also be defined to
terminate a permanent streaming or stop in advance a telemetry
with given service duration.

The main telemetry service instance, as defined by the Open-
Config and the OpenROADM models [10, 11], is referred to as
service subscription, defining the type of service, the monitors to
activate and the destination of the sampled data. In particular
the subscription defines the following main elements:

e the subscription type, either persistent (configured locally
and maintained across device restart/modifications) or dy-
namic (configured via RPC channel, not persisting across
restart and channel reset or tear down);

e the subscription ID, unique identifier of the instance;

e the producer devices, expressed as sensor profiles, groups
and paths associated to the source data to be retrieved, as
disclosed by related SDN device agents;

¢ the collector devices, expressed as destination groups. If
addresses are specified, the device initiates the streaming
(dial-out session), otherwise the device waits for inbound
connection referencing the subscription id (dial-in session);

¢ the heartbeat-config, the maximum time elapsing two sub-
sequent telemetry messages;

¢ the stream-protocol-config, the type of streaming protocol
(e.g., SSH, gRPC, JSON-RPC, Thrift-RPC, WebSocket-RPC);

¢ stream-encoding config, the wire format and the RPC frame-
work (e.g., XML, IETF-based JSON, protobuf version3);
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¢ stream-frequency-config, the device data sample interval
(if set to zero, the sensor is asynchronous upon any data
source value change).

A. State of the art: literature

A relevant research effort has been pushed in the last years to pro-
pose innovative monitoring and telemetry deployments, specifi-
cally designed for the disaggregated scenario and ready to sup-
port Al-based data analytics. The main research topics focused
on efficient telemetry protocols, disaggregation flavour work-
flows, network agent extensions, innovative hardware drivers
along with open interfaces, and high resolution sensors able to
measure optical parameters with short sampling time.

The first activities related to optical telemetry have emerged
from the concept of autonomic networking, where the moni-
toring plane has been conceived as an automatic framework
participating at the observe-analyze and act loop [16], typical
of the current zero-touch networking framework [2]. Optical
autonomic networking [5] including spectra telemetry of optical
spectrum analyzer resorting to the IPFIX protocol has been pro-
posed to detect optical filter malfunctioning and type of failure
(e.g., filter shift, filter tightening), including an extended work
extension covering also multi-layer aspects [17].

One of the first works exploring the architectures, the work-
flows and the impact of telemetry protocols in a disaggregated
scenario was presented in [6]. In particular, the work highlighted
the potential of the gRPC protocol to provide programmable,
lightweight and scalable telemetry service in comparison with
the standard NETCONTF protocol.

Focusing on the optical device agent, the work in [18] adopts
a novel network operating system that includes, besides gRPC-
based streaming telemetry, a dedicated threshold-based teleme-
try service suitable for specific network verification purposes.

The work in [19] proposes a telemetry-based workflow to test
and select the most suitable transmission operational modes to
optical card transmitters in a partially disaggregated scenario.
The proposal aims at overcoming the issue of the opaque opera-
tional mode attribute in the OpenConfig model.

Highly reconfigurable telemetry systems have been proposed
for disaster recovery exploiting the OpenConfig model [20]. The
study has targeted the dynamic reconfiguration of control plane
using wireless low-bandwidth network segments.

Fully open telemetry-enabled agents have been deployed
recently. For example, the works in [21] and [22] envision open
disaggregated ROADM with filterless add /drop module and
photodetector tap arrays. The co-located control agent exploits
gRPC telemetry up to 20Hz sample update frequency.

Channel probing procedures for both narrowband and wide-
band connection configurations in the context of optical spec-
trum as a service have been detailed at the disaggregated net-
work data plane level [23].

The application of machine learning to optical monitoring of
disaggregated whiteboxes and telemetry has been covered in a
number of recent works In particular, [24] describes the moni-
toring workflows and the application of deep neural networks
to infer diagnosis results from data observations retrieved by
optical coherent transceivers and optical line systems, showing
a offline and online evaluation for fiber bending event detection.
Moreover, the recent work [25] proposes the adoption of ma-
chine learning techniques to enable soft failure detection and
localization techniques resorting to partial telemetry, in which
a disaggregated network exposes a number of limited shared
monitors.

Significant improvements at the agent and device driver lev-
els have been carried out recently to allow the remote monitor-
ing of many parameters with effective open API and stream-
ing protocols [26]. The work reported in [27] has deployed a
power monitor blade capable of providing up to 400yus telemetry
streaming period using direct memory access to be consumed by
Al platforms. One of the most comprehensive open ROADM im-
plementations has been extended to support telemetry streams
with high-resolution data from internal WSS, capable of scan-
ning the whole C-band transit spectrum at the resolution of 312.5
MHz using YANG Push streaming mode [13].

Concerning the optical line system, among the latest initia-
tives, the proposal of a specific OLS controller in charge of moni-
toring and proactively tuning the optical line parameters have
been detailed and evaluated in [28].

In the multi-layer scenario, a coordinated per-layer telemetry
system has been proposed and analyzed in [29]. The system
merges optical telemetry, related to wavelength-switched disag-
gregated network, with in-band telemetry of packet-switched
tributary traffic, performed by a programmable P4 switch.

The demonstration of the different API and protocols combin-
ing both control and monitoring functions have been detailed
in [7], offering a careful performance evaluation of gRPC, gNMI,
NETCONE, RESTCONE.

The relationship between disaggregated optical networks
and existing monitoring tools (e.g., Kafka, Prometheus) utilized
in different scenarios and production networks have been ana-
lyzed in the very recent works in [30] and in [31]. The former
introduces and adapts the use of the Kafka framework in a dis-
aggregated network to provide the telemetry service, while the
latter utilizes the SONiC operating system to deploy a gNMI-
based telemetry written in the Go language, in combination with
the Prometheus open source monitoring platform.

B. Disaggregated telemetry service architectures

The telemetry service architecture is strictly related to the kind
of disaggregation selected in the considered network scenario.
Two main disaggregation flavours are hereafter considered, each
one disclosing a telemetry service architectural configuration.

Partial disaggregation, promoted by the OpenConfig model,
relies on the disaggregation of multi-vendor xPonder cards. The
OLS is single vendor (including ROADMs and links), while
multi-vendor transceivers may be hosted and activated in a pair
fashion ( i.e., the optical connection is assumed to be established
between two cards belonging to the same vendor). This degree of
disaggregation is considered a good trade-off for telco operators,
since vendor lock-in is opened at the card level, while the OLS
infrastructure is conveniently handled by a single vendor.

Full disaggregation, promoted by the OpenROADM model,
opens multi-vendor coexistence also at the OLS level. This way,
the ROADM becomes the central disaggregation point in which
multiple multi-vendor optical devices are handled by device
agents and may form hierarchical relationships at the ROADM
node level. The underline model is more complex due to the
strict interaction of each component at the same node level, how-
ever hierarchical structure may lead to distributed and offloaded
control. For example, this model may disclose a ROADM con-
troller, acting as intermediate control hierarchy layer between
the central SDN controller and the SDN agent.

Depending on the selected disaggregation flavour, different
telemetry service architectures may be conceived, as shown in
Fig. 1, where the telemetry subscription and streaming phases
are detailed. In partial disaggregation, the central SDN controller
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Fig. 1. Telemetry subscriptions and streaming at disaggre-
gated nodes/agents.

is the only element that may coordinate the subscriptions. Thus,
all the different APIs are needed at the controller level, thus
implying potential scalability issues due to the different nature
and configuration of the single telemetry sources. To cope with
this, telemetry subscriptions may require the adoption of data
bundling feature (i.e., use the same streaming instance to collect
different data source originated from the same device/agent)
and data compression (e.g., use of implicit headers and field
formats). Such option imply a slightly increased processing
complexity at the telemetry agent. As an example, in Fig. 1
subscription S1 from SDN controller to the device agent triggers
telemetry T1 to central collectors.

In full disaggregation, telemetry service offload is feasible.
Such offloading implies a unique group subscription to a white-
box controller (WC) related to data sources belonging to dif-
ferent whitebox devices. Node controller is then in charge of
activating each subscription to the different devices. Moreover,
another interesting feature is that the whitebox controller may
activate independent local telemetry. In parallel, collectors may
be centralized (SDN controller level) or decentralized (node con-
troller level). Such architectural degree of freedom improves
service scalability at the controller. However, it may imply an
increased number of connections and computational resources
at the whitebox level. In the example of Fig. 1, SDN controller
issues a subscription S2 to the WC. WC then issues subscription
S3 retrieving telemetry T3 towards local collectors and AH. The
result of T3 (either raw data or processed data) are sent to central
AH using telemetry T2. Note that WC may issue independent
subscriptions to monitor selected device agents (e.g., S3 and T3
may be the result of independent telemetry sessions at the WC).

Telemetry services realize the first step of the zero touch
networking and in general of the autonomic networking frame-
work loop (observe, analyze, act). The following steps involve
the telemetry data analysis, typically performed at centralized
Analytics Handlers (AH) and the feedback configurations per-
formed by the SDN controller. The full loop is described in
Fig. 2. The telemetry subscriptions are coordinated by the SDN
controller in order to live monitor a set of optical parameters
from a number of disaggregated devices related to one or more
installed connections (i.e., lightpaths). In the figure, lightpath L,
is monitored thanks to telemetry subscriptions performed at the
DCO receiver and intermediate ROADM R2. In particular, the

subscription to the DCO agent includes the retrieval of OSNR,
BER and received power P;,, while the subscription to R2 in-
cludes the power values P;,, and P,;;. Services may be deployed
for both disaggregation flavours. In particular, R2 streaming
may be activated resorting either to the OLS agent (in the partial
disaggregated scenario) or to the R2 node controller (in the full
disaggregation), responsible to trigger streaming instances to
the selected whitebox devices (e.g., WSS or degree component).
In addition, the subscription set may be enlarged to fully or
partially co-routed adjacent lightpaths (e.g., lightpath L, DCO
is monitored as well). Streams are collected by AH and, in the
case of value anomalies, soft failure detection and localization
is performed and feedbacks are provided to the SDN controller,
in charge of performing the most suitable recovery procedure
(e.g., elastic operation, rerouting) including finer procedures at
the transmitter, such as launch power tuning, signal shaping,
central frequency detuning.

C. Telemetry models, protocols and encodings

The effectiveness of telemetry services resides in the accurate se-
lection of the most suitable models, methods, protocols and data
encoding to convey optical data plane samples in a telemetry
instance session.

Telemetry models are converging towards the unified Open-
Config model. This framework, defined in the device/system
hierarchy of the model is mature and permits a high service
configurability, offering streaming sessions, flexible definitions
of collectors (groups), types of subscriptions, dial-in or dial-out
triggering mechanisms, heartbeat, stream rate and encoding.

Two main streaming telemetry channels are emerging. The
former, promoted by IETF, conveys telemetry streaming sessions
within the YANG/NETCONF AP], resorting to the YANG push
stream options. The latter, promoted by Google, resorts to the
unified gNMI management and control and resorts to gRPC. In
addition, several implementations are using dedicated protocols
to separate the control API from the management/telemetry
channels. The most considered protocols are gRPC, IPFIX and
Thrift. In particular, gRPC and Thrift are programmable to de-
fine the methods, the protocol fields and the encoding, along
with specific features aiming to reduce the streaming rate. In-
deed, the usage of implicit headers, data bundling and com-
pression, which requires a limited additional complexity at the
telemetry agent, makes such interfaces suitable for a scalable
distributed micro stream system, such as the telemetry service.

Micro streams are typical of telemetry of optical parameters.
If compared with traditional 15-minutes average statistics of
last generation optical legacy systems, the availability of optical
value samples at the second sampling period granularity is suffi-
cient for most monitoring applications, in particular for lightpath
health monitoring. Even though emerging open platforms are
able to monitor optical parameters with a very high rate (e.g.,
50ms telemetry update of power values have been demonstrated
recently in an open whitebox implementation [13]), current dig-
ital signal processing units at the DCO are not able to sustain
update rates of few Hz. Thus, the 1 second granularity is con-
sidered enough for the optical layer data plane. Such telemetry
pace implies that a large amount of micro streams are easily
handled by a single collector. This is generally not true for
packet-switched telemetry (e.g. as in in-band network teleme-
try - INT), in which the telemetry streams rates scale with the
rate of connections, implying significant scalability issues at the
collector system [32].
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Fig. 2. Telemetry Services in disaggregated optical network and full observe-analyze-act loop.

3. PEER-TO-PEER TELEMETRY: MOTIVATIONS, WORK-
FLOWS AND MODEL IMPLEMENTATION

A. Motivations and technology trends

The scalability of centralized optical telemetry services does
not necessarily implies the effectiveness in terms of reactivity
of the whole telemetry-handler-controller closed loop when a
disaggregated network is considered.

First, the communication between the Analytics Handler and
the SDN controller lacks of design and standardization efforts.
In particular, this feedback channel pace and granularity has
not been defined nor addressed yet. This point is particularly
critical since SDN controllers are not designed to handle high
frequency notifications and re-optimization requests.

Second, the contribution of SDN controller re-computation,
re-configurations in terms of reaction speed is not negligible.
Such loop delays may be justified during major recovery or re-
optimization operations, especially if resorting to make-before-
break restorations or using temporary auxiliary backup channels
(e.g., 1+1, 1:1 protection). In the case of soft failure these delays
may lead to ineffective recovery procedures, especially if affect-
ing the re-configuration change of ROADM degrees, WSS and
other devices taking even minutes to become effective.

Third, SDN controller may be unaware of the proprietary
DCO operational mode features. This aspect is controversial in
the disaggregation framework. On the one hand, open models
enable a vendor-netural control and management template. This
means that advanced proprietary transmission capabilities of a
DCO can not controlled by the SDN controller with a complete
awareness. Operational modes have been defined in the Open-
Config model to hide the specific optical transmission formats
and attributes. The result is that the controller has a summa-
rized view of the possible transmission modes, not being able to
enforce a fine transmission tuning. As a consequence, the SDN
controller recovery decisions may be sub-optimal, implying pos-
sible re-routing or adaptation of multiple lightpaths.

In light of the aforementioned aspects, since a number of
soft failures may be recovered conveniently at a lower level, a
mechanism enabling a local Quality-of-transmission aware fine
tuning, also resorting to proprietary solutions not disclosed by
open models, and soft failure recovery at the DCO transmitter
could help to optimize the effectiveness of the recovery and
the reaction speed. Such mechanism require a novel telemetry

service definition.

The recent advances in transmission technologies have
pushed the development of pluggable coherent optical
transceivers at rates of 400Gb/s with configurable transmis-
sion parameters such as modulation format and Forward Error
Correction (FEC) [33]. For example, Digital Coherent Optics
(DCO) transceivers currently relying on 7nm technology have
shown the capability to cover up to 1500km at 400Gb/s using
16 Quadrature Amplitude Modulation (QAM) at 69 Gbaud in
a 75 GHz-spaced system with probabilistic constellation shap-
ing and soft-decision forward error correction [34]. In addition,
excellent interoperability demonstrations have been already per-
formed by DCO-CFP2 modules provided by different vendors
and compliant with the OpenROADM multi source agreement
(MSA) [35, 36]. Further improvements towards 800Gb/s and
beyond are expected with the fast approaching 5nm technol-
ogy. Furthermore, hybrid platforms are nowadays commercially
available supporting, besides multiple high-speed pluggable
modules, also packet forwarding capabilities (e.g., Cassini and
Galileo platforms) or COM-Express module and x86 proces-
sor for advanced applications to run at the network node (e.g.,
Wedge platform). This trend is expected to continue and fu-
ture network platforms are expected to natively encompass Al
processors to enable local Al data elaborations. Such trend is evi-
dent in the IoT ecosystem, where gateways are already equipped
with lightweight ARM and even Al chip modules dedicated for
online data processing.

B. P2PT Architecture and Workflow

In light of these motivations, we propose the adoption of an
auxiliary telemetry service, referred to as Peer-to-Peer Telemetry
(P2PT) service. The service is conceived to enable a disaggre-
gated DCO card to analyze the online health of its originat-
ing lightpath thanks to selected distributed monitors along the
whole disaggregated network. In combination with centralized
telemetry, P2PT is conceived to bring network awareness at the
pluggable card. The main goal of the service is to break the
rigid centralized telemetry hierarchy improving the monitoring
loop efficienty and scalability. In addition, and most important,
the goal is to enable the DCO agent to take independent opti-
cal transmission decisions based on the data analyzed via P2PT
without the direct involvement of the SDN controller, at the same
time committed within the SDN configuration mandate. Fig. 3
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shows the modules involved in the DCO. The telemetry agent
is responsible for providing the standard producer telemetry
(i.e., data originated by the DCO, for example the DCO launch
power level) to centralized collectors. Moreover, it is extended
to receive the novel P2PT data originated at remote monitors.
P2PT data are stored and analyzed locally using a dedicated
processing module (the Al module in the figure). The process-
ing module is aware of the monitors, the retrieved data, and
runs algorithms to derive soft failure detection and localization.
Based on the type of failure, the module selects and enforces the
most suitable optical signal tuning/adaptation. The SDN agent
is updated about modifications involving the control model sta-
tus (e.g., the NETCONF database) or to notify higher control
levels (i.e., node controller, SDN controller) about failure detec-
tion or unacceptable QoT level in the case local adaptations are
not sufficient to recover the desired signal quality. As a general
SDN applicability constraint, the local adaptation should not
imply a frequency slot occupancy exceed with respect to the one
assigned by the controller (e.g., elastic operations are not permit-
ted [37]). In addition, specific frequency and power adaptation
margins have to be considered to prevent cascaded issues to
adjacent signals or to avoid ringing effects and power overshoot
at the OLS amplifiers.

P2PT
telemetry
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module

producer
telemetry.

4
)
1
)
1
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1
I

L

Fig. 3. Peer-to-peer telemetry at the next-generation transmit-
ter DCO: modules and adaptation workflow.

Fig. 4 shows the P2PT service activation and features. The
P2PT related to an active lightpath is initiated by the SDN con-
troller. The controller is aware of all the installed lightpath
attributes (i.e., end nodes, reserved spectrum, path, hops and
crossed devices) and is able to select, in a permanent fashion
or on-demand based on specific network status and events, a
pool of remote monitors of interest related to the considered
lightpath (i.e., source lightpath). The monitors are selected along
the lightpath route, including the receiver DCO and transit mon-
itors (e.g., OLS EDFA amplifiers, ROADM degrees, ROADM
WSS). Moreover, the SDN controller may consider additional
monitors pool, related to installed lightpaths for which a possi-
ble adaptation may induce interference and QoT degradation.
For example, the receiver data of spectrum adjacent lightpaths,
co-routed for significant network segments, are key data used to
ensure that source adaptations do not affect adjacent channels
or trigger data plane instabilities. Enabling P2PT, the SDN con-
troller delegates the transmitter DCO agent to perform self adap-
tations over its source lightpath. Optionally, adaptation margins
may be specified by the controller to allow adaptations within
pre-defined ranges. Possible DCO self adaptations include fine
central frequency tuning, proprietary FEC/constellation shaping

parameters, launch power variations.

SDN subscriptions
Controller
Delegation/ Source lightpath

notification ] monitors

R

Additional lightpath
monitors (co-routec
adjacent)

collectors

Fig. 4. P2PT service activation and streams to the DCO agent.

Fig. 5 shows the P2PT workflow with respect to the central-
ized telemetry service shown in Fig. 2. In step 1, the same moni-
tors of Fig. 2 are directed towards the agent transmission side
of the source DCO by means of dedicated P2PT subscriptions,
including source lightpath L, monitors and adjacent lightpath
Ly, monitor (i.e., OSNR and BER from green DCO receiver agent).
Step 2 performs local signal adaptation in the case of soft failure
detection, step 3 provides final notification to the SDN controller.

The P2PT service does not replace the traditional optical su-
pervisory channel (OSC), where receiver and transmitter exploit
a dedicated channel to exchange quality of signal parameters.
Indeed, with respect to OSC, P2PT focuses on control plane op-
erations, enabling a higher degree of configurability, flexibility
and awareness. Moreover, P2PT breaks the rigidity of the Opti-
cal Transport Network (OTN) hierarchy, typically exploited by
OSC, enabling the use of out-of-band control channels already
available at each disaggregated node or device agent. Such
choice simplifies the service deployment. However, a scalability
evaluation needs to be assessed to estimate the potential P2PT
traffic load impact in control channels.

C. Implementation

The proposed P2PT has been implemented as a parallel gRPC
channel with respect to existing control API. This way the de-
vice agent YANG models (e.g., OpenConfig, OpenROADM) are
not extended, thus not requiring any modification of the agent
at the control layer. Future model extensions may take advan-
tage of the information carried out by the specific P2PT service
subscription. The gRPC protocol has been extended easily to
provide key stream information related to the source, the type of
sampled data and other specific information used by the DCO
agents to collect and analyze data. The P2PT gRPC subscrip-
tion request, performed by the SDN controller to the involved
monitor agents, besides the standard parameters defined in the
OpenConfig model and described in Sec. 2 defines the following
novel parameters:

o the template_id, identifying the optical device source (e.g.,
DCO, WSS, ROADM, OLS EDFA);

e the correlation, identifying the relationship of the monitored
data with respect to the transmitter DCO signal;

e the positioning, identifying the sorted hop positioning of the
monitor device with respect to the monitored lightpath;
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Fig. 5. P2PT service workflow in disaggregated optical network and local observe-analyze-act loop.

e the resources, the actual streamed data sample, identified by
the specific model path of the considered device.

macro:
macro:

In the gRPC telemetry scheme, the structure of the messages
is defined using protocol buffer language. Fig. 6 shows the data
model, extracted from the protobuf file, of the telemetry sub-
scription request. In particular, the subscription request includes
all the required fields to activate the data stream (i.e., collector IP
addpress, collector port, the list of resources to be collected, encod-
ing, period, duration, template_id, correlation, positioning). The
telemetry subscription request is sent to each traversed device
by the SDN controller. In fact, the SDN controller is the only
element that knows all the required details about the path and
the devices ordering. The parameters included in the telemetry
subscription request are then used by the telemetry server to tag
the data, during the streaming process.

message SubscriptionRequest {

string observation_point = 1;
bool suppression = 2

uint32 interval = 3;

uint32 duration = 4;

uint32 template_id = 5;

uint64 subscription_id = 6;
string correlation = 7;

uint32 positioning = 8;

repeated Collector collectors = 9;

repeated Resource resources = 10;

}

Fig. 6. P2PT: main gRPC implementation parameters.

The example of Fig. 7 explains the novel parameters included
in the P2PT subscriptions, that are mapped as gRPC fields of
the P2PT stream packet. The template-id identifies the disag-
gregated device sourcing optical data samples. Such info is
key since soft failure recovery may be different based on the
affected device. For example, a WSS failure may be recovered
using narrow filtering techniques (e.g., signal re-shaping or fine
central frequency retuning), while EDFA failures are recovered
conveniently using launch power or soft FEC adaptations). The
correlation parameter, with possible values self, adjacent, aggre-
gate) specifies whether monitored data are referred to the source
lighptath in-band channel (e.g., as for receiving DCO and in-
channel monitor inside disaggregated degrees or in the case

of WSS in-channel power monitors Pl?n and P¢,,), to adjacent
in-band channels (e.g. as for adjacent lightpaths DCO receiver
monitors), or to aggregate line (e.g., as for OLS EDFA, moni-
toring the input power levels P;, of the whole OLS line). The
positioning info is used to identify the sorted list of devices
crossed by the monitored lightpath. This info is crucial for fail-
ure localization algorithms and for optimized recovery policies.
For example, a failure affecting the first lightpath OLS EDFA
span may be easily recovered using DCO power launch adapta-
tion. Finally, the resources are the set of time series data under
monitoring and are identified through the path referred to the
specific open source model.

The described gRPC subscription extensions do not require
additional complexity at the monitor agents (i.e., improved con-
trol and topology awareness). All the subscriptions are handled
by the controller, fully aware of device types and inventory, rela-
tive position and signal correlation with respect to the monitored
lightpath. Subscriptions model is designed to allow dynamic
P2PT activation. To this purpose, the positioning id is selected
by the controller with independent policies and is not necessarily
a set of subsequent and consecutive id, in order to enable time-
dynamic subscriptions of additional devices and allow to detect
the relative ordered position of each device. For this reason, the
implementation assumes a max default value (i.e., 1000) for each
receiver DCO monitor as the last monitors in the P2PT lightpath
chain. Finally, all the mentioned subscription parameters are
conveyed in the gRPC stream message, including the optical
data samples and the timestamp, so that lightweight implemen-
tations at the DCO Telemetry Agent are feasible, resorting to
gRPC servers and time series databases.

4. P2PT PERFORMANCE EVALUATION

The proposed P2PT implementation has been deployed and eval-
uated in a real disaggregated and multi-vendor optical network
testbed shown in Fig. 8. The testbed includes both data and
control plane.

The data plane reproduces partially the scenario in Fig. 5
and is composed by a pair of Ericsson SPO 1400 100G xPonders
(exploiting Polarization Multiplexed Quadrature Phase Shift
Keying - PM-QPSK modulation format), acting as source and re-
ceiver end points respectively, 2 OLS EDFA amplifiers connected
to 80km fiber spans and an intermediate ROADM, emulated us-
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ing two Lumentum Greybox ROADM-20 degrees. The SDN
control plane is realized in a 10Gigabit Ethernet network. A
central Mellanox SN2010 switch connects the SDN controller
(Open Network Operating System - ONOS with Open and Dis-
aggregated Transport Networks - ODTN module release 2.2,
based on the implementation carried out in our works in [38]
and in [19]) with the data plane device agents. Since the con-
sidered commercial optical devices (i.e., Ericsson SPO1400) are
not natively NETCONE-based, in order to fully exploit the SDN
paradigm, we adopted ad-hoc defined SDN agents able to access
the proprietary APIs exposed by the devices (i.e., HTTP based)
for configuration and monitoring purposes. The considered
SDN agents run as containerized apps in a co-located Linux-
based PC capable of access the control/management interface
of the devices.

The SDN agents include a NETCONF agent module, based
on the ConfD tool [39] and a gRPC telemetry agent module.
Moreover, the transmitter agent Al runs additional software
modules: a time series database module, based on InfluxdB, and
a graphic user interface dashboard, based on the Grafana tool.
Finally, A1l includes a lightweight python-based analysis and
soft failure detection module. The module implements a detec-
tion scheme exploiting, for each monitored P2PT parameter, a
short term window-based differential strategy. In addition, for
the sake of stability, it considers configurable thresholds to iden-
tify the values associated with the failure and react applying the
appropriate re-configuration using a look up table. More specifi-
cally, it is able to filter and correlate the data, running a detection
algorithm based on a three samples window and thresholds, in
order to identify the presence of a failure, recognize its type and,
optionally, perform the proper reaction.

A. P2PT-driven soft failure adaptation tests

Two different soft failures have been tested using P2PT mon-
itoring: a filter shift soft failure at the Lumentum node (test
1) and a reduced power launch at the transmitter card (test 2).
The two tests have been selected to describe the detection of
different physical soft failures occurring at different devices in
the lightpath chain, along with the most appropriate recovery
adaptations driven by the different P2PT data set.

In both tests a lightpath intent has been configured by the
ONOS along the OLS line including the Lumentum degrees
transit node. The lightpath is configured with 193.7 THz central
frequency, 37.5 GHz channel width (corresponding to three allo-
cated 12.5GHz frequency slots in the flexible DWDM grid) and
FEC1. After provisioning, the ONOS activates P2PT subscrip-
tions to the Lumentum agent A3, the OLS EDFA agent A2/A4

Journal of Optical Communications and Networking 8
! {template-id: ROADM {template-id: WSS | | template-id: DCO 'GRPC)
correlation: AGGREGATE | | correlation: SELF i correlation: SELF C
positioning: 2 i positioning: 3  positioning: 1000 OO

2x Lumentum Greybox
DL, I ROADM-20 degrees
e G|

Ericsson SPO 1400 100G

PM-QPSK xPonder

~ e ’"'
Ericsson SPO 1400 100G
PM-QPSK xPonder

Fig. 8. Disaggregated optical network testbed.

and the SPO receiver A5 having Al as collector. The selected
monitors are the in-channel input and output power (before am-
plifier stage) centered at 193.7 THz at A3 (1s sampling time), the
input aggregate power at A2/A4 and the estimated OSNR and
BER values at A5 (5s sampling time due to BER computation
at the card). Active lightpath steady state provided by P2PT
monitors at Al indicate 22.3dBm OSNR and 3 x 10~° BER.

& ooo recovery
s N
& ooon Pre-FEC BER
) Www
0.0000
16:22:30 16:23:00 16:23:30 16:24:00 16:24:80
20dB 1-
OSNR
10dB
vi soft failure
16:22:30 16:23:00 16:23:30 16:24:00 ~\‘\ 16:24:80
0d8m RS
o Lumentum in-channel Pout
-10dBm . )
o Lumentum in-channel Pin

Fig. 9. Test 1 (filter shift): Grafana P2PT monitors at Al agent.

In test 1 (Fig. 9), the ROADM filter soft failure is emulated
by inserting a WSS between the two degrees. The WSS has been
configured as a 37.5GHz detuned filter with 5GHz shift central
frequency offset. The filter activation induces a degradation of
the monitored A3 in-channel output power (around -1.5 dB),
impacting A5 OSNR (around -2dB) with a BER degradation
(1.5 x 107%). Agent A1l detects the anomalous pattern at A3.
Since P2PT upstream monitors at A3 (in-channel input power)
continue to stream steady state values, agent Al detects a fail-
ure at the ROADM related to filtering issues. Agent A1, using
the python script, after three A3 degraded samples (3s), trig-
gers signal adaptation to FEC2, more robust to narrow filtering.
FEC2 was not originally selected at the first provisioning since
it requires higher processing complexity compared to FEC1. In
the case of centralized telemetry, detailed results conducted on
the same network testbed devices are reported in [19]. In par-
ticular, results report the case of hard link failure notification,
with consequent trigger towards the SDN controller to re-route
the existing lightpath along with the IP tributary switching op-
eration and the related flow entry configurations. In light of



Research Article ‘

Journal of Optical Communications and Networking 9

this, the only transit from the SDN controller implies that the
same procedure would have taken at least 3s more due to the
controller path re-computation and API configuration involv-
ing NETCONF messages [19]. Moreover, due to internal ONOS
controller timers, NETCONF-based flow entries used for optical
layer agents require additional acknowledgement time, thus in-
crementing the full rerouting procedure up to 30 seconds more.
Since flow entries are not enforced during P2PT-based adapta-
tion, the P2PT gain in terms of reactivity time is up to ten times
faster. The effectiveness of P2PT will further improve when cur-
rent limitations of commercially available transponders will be
overcome, enabling quasi-hitless operational mode adaptation
(see for example the hitless baud-rate adaptation of [40]).

In test 2 (Fig. 10), reduced power launch failure have been
emulated by inserting a WSS at the output of the card and con-
figuring flat 3 dB attenuation in the three channel slots. The
WSS attenuation induces a degradation of both in-channel input
and output power at Lumentum, impacting receiver OSNR and
BER accordingly (19.5dB, 4 x 10~°). This means that the failure
is localized at the first link, possibly including the source itself.
As a consequence, Al agent triggers a 1.5 dB increase of the
signal launch power (i.e., moving the TX power form 0dBm to
+1.5dBm). The recovery is shown in the P2PT monitors as a
function of the time, OSNR and BER are recovered to 20.3dB
and 1.5 x 1075, The whole recovery procedure takes around 16s,
including the 3 degraded samples check (15s), configured in the
Python script to avoid data plane instability. The recovery time
may be reduced up to 4s excluding BER telemetry and using
OSNR 1s sampling time.

Fig. 11 shows the capture of gRPC streams received at Al
collector (IP address 10.30.2.37) in test 2. The capture shows the
P2PT gRPC streams and the REST command (HTTP packet 3626)
used to perform the power launch adaptation to the transmitter
hardware driver (management IP 10.30.2.24). Each agent gRPC
stream rate is around 1.6kbit/s average and around 3kbit/s
peak in the producer-consumer direction. Fig. 12 details the
P2PT gRPC fields of A5 stream, with template_id set to card (i.e.,
3), correlation set to self, positioning set to default receiver (i.e.,
10000), and key-value fields with the BER and OSNR sample
values. The A3 stream (not shown) includes template_id set to
ROADM degree (i.e., 2), positioning set to 10, self correlation and
key-value fields with the two Lumentum power levels.

B. Scalability assessment

To evaluate the impact of P2PT stream in the control plane net-
work and processing load, at monitor producers and transceiver
collectors, a scalability assessment with a set of measurements as
a function of the number of generated P2PT stream subscriptions
has been performed.

Focusing on the resulting control network throughput, the
scenario with one telemetry collector and multiple docker-based
gRPC telemetry servers has been considered. The worst case
configuration has been evaluated, implementing the gRPC en-
coding with no compression option [6]. Table 1 summarizes the
obtained results at the varying of the number of triggered gRPC
server (i.e., from 1 to 20 servers). The network throughput at the
telemetry collector grows linearly with the number of telemetry
streams to be received, presenting around 2.8Kb/s per stream.
This result meets the requirements of a general limit condition,
with a collector receiving up to 20 telemetry streams related to
the same lightpath (i.e., type self) and the ones on the adjacent
optical channels (i.e., type other). Scaling the obtained results
to a 10G control plane network, up to few millions of telemetry

#Telemetry Streams | Network Throughput
1 2.832Kb/s
5 13Kb/s
10 27Kb/s
15 35Kb/s
20 44Kb/s

Table 1. Network scalability tests at the varying of the number
of active telemetry streams.

streams, distributed among the different telemetry collectors,
can be sustained by the proposed system.

Focusing on the CPU load at the gRPC server, a scenario
with one collector and one docker-based gRPC server has been
considered. The gRPC server run in a Linux server equipped
with an Intel Core(TM)2 Quad CPU Q8200 @2.33GHz and 6GB of
RAM. Table 2 summarizes the obtained results at the varying of
the number of gRPC streams generated by the server (i.e., from
1 to 200 streams). Also in this case, the CPU load grows linearly
with the number of telemetry streams to be generated, remaining
below the 10% of occupancy also in the case of 200 streams
generated by the gRPC server. This result shows the efficiency of
the gRPC protocol for the data streaming, presenting a limited
impact on a node also in the case of 200 telemetry streams to be
served.

#Telemetry Streams | CPU%
1 0.08
10 0.52
50 2.3
100 47
200 9.6

Table 2. CPU scalability tests at the gRPC server.

5. CONCLUSION

This paper surveyed the state-of-the art of SDN disaggregated
optical network telemetry, including architectures, standard
open models, protocols and standardization efforts to support
highly programmable data stream of optical transmission pa-
rameters at the device level.

The peer-to-peer telemetry service was proposed in parallel
with existing centralized monitoring to improve soft failure re-
covery reaction and effectiveness at the transceiver level, ready
for next generation whitebox hosting optical pluggables and
local Al platforms.

Experimental results showed that P2PT is effective to enable
different failure detection/localization events and to speed up
local lightpath QoT recovery. The service is scalable due to
the efficient gRPC encoding, sustaining few millions of active
streams in the 10G control channel with a limited impact in the
SDN agent processing load.

Further benefits are expected when the limitations affect-
ing current generation of commercially available transponders
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o Time Source Destination Protocol  Length Info
3376 136.684330706 10.10.255.202 10.30.2.37 GRPC 155 DATA[1] (GRPC) (PROTOBUF) Telemetry.TelemetryData
3389 137.709313748 10.10.255.202 10.30.2.37 GRPC 156 DATA[1] (GRPC) (PROTOBUF) Telemetry.TelemetryData
3391 137.743811264 10.10.255.201 10.30.2.37 GRPC 143 DATA[1] (GRPC) (PROTOBUF) Telemetry.TelemetryData
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Fig. 11. Test 2: Wireshark capture at transmitter agent Al.

will be overcome, e.g. enabling quasi-hitless operational mode
adaptation while fully supporting open models and transparent
description of hardware capabilities.

Future works will investigate additional use cases where the
proposed P2PT technology is expected to provide significant
benefits, for example in the case of super-channels supporting
control loops providing joint optimization of power level and
sub-channel spacing for every sub-channel. Indeed, such opti-
mization can not be efficiently performed by other devices (e.g.,
the first traversed ROADM) or by the SDN Controller.
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